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Clustering
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Clustering

Unsupervised	learning
– Requires	data,	but	no	labels
– Detect	patterns	e.g.	in

•		Group	emails	or	search	results	

•		Customer	shopping	patterns
•		Regions	of	images

– Useful	when	don’t	know	what								
you’re	looking	for

– But:	can	get	gibberish
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Clustering examples

Image	segmentation
Goal:	Break	up	the	image	into	meaningful	or	perceptually	
similar	regions
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Clustering Problem

p It is mostly studied and widely used in unsupervised learning.
p Goal: partitions the dataset into several disjoint subsets 

(clusters).
p Clustering can be used by itself to identify the inherent 

structure of data, while it can also serve as a pre-processing 
technique for other learning tasks such as classification.



Clustering Problem

p Formalization

Given dataset                            containing    unlabeled 
samples, where each sample                               is a   -
dimensional vector. Then, a clustering algorithm partitions 
the data set   into   clusters                  , where                
and              .

Accordingly, we denote                  as the cluster label of 
sample     (i.e., ). Then the clustering result can be 
represented as a cluster label vector                            with           
a  elements.
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Performance Measure

p Performance measure for clustering are also called validity 
indices.

p Intuitively, we wish things of a kind come together; that is, 
samples in the same cluster should be as similar as possible 
while samples from different clusters should be as different 
as possible. In other words, we seek clusters with high intra-
cluster similarity and low inter-cluster similarity.



Performance Measure

Performance measure for clustering:

l External index
Ø Comparing the clustering result against a reference 

model.

l Internal index
Ø Evaluating the clustering result without using any 

reference model



Performance Measure–External index

Given a data set                       , suppose a clustering 
algorithm produces the clusters                    , and a 
reference model gives the clusters                    . 
Accordingly, let   and    denote the clustering label vectors 
of     and   ..

For each pair of samples we define the following four terms 



p Jaccard Coefficient, JC（雅卡尔系数）

p Fowlkes and Mallows Index, FMI

p Rand Index, RI（兰德系数）

values between 
[0,1], the larger 
the better

Performance Measure–External index

交并比

准确率和召回率的
几何平均数



Performance Measure–External index



Performance Measure–Internal index

p Given the generated clusters                       , define the 
following four terms:
l The average distance between the samples in cluster

l The largest distance between samples in cluster

l The distance between two nearest samples in clusters    and

l The distance between the centroids of clusters    and



Performance Measure–Internal index

p Davies-Bouldin Index, DBI

p Dunn Index, DI

The smaller 
the better.

The bigger 
the better.
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Distance Calculation
The axioms（公理）of distance metric
p Non-negativity（非负性）:
p Identity of indiscernible（不可分者同一性原理）:               

if and only if 
p Symmetry（对称性）:
p Subadditivity （直递性）:



Distance Calculation

p A commonly used distance metric:
Minkowski distance:

p=2: Euclidean distance.
p=1: Manhattan distance.

The figure shows unit circles (all points are at the unit distance 
from the center) with various values of 𝑝



Outlines

p Clustering Problem

p Performance Measure

p Distance Calculation

p Prototype Clustering

p Density Clustering

p Hierarchical Clustering



Prototype Clustering

p Prototype Clustering
Also known as prototype-based clustering, assumes the 
clustering structure can be represented by as set of prototypes.

p Algorithm:
Typically, such algorithms start with some initial prototypes, and 
then iteratively update and optimize the prototypes.
p Next, we discuss several well-known prototype-based 

clustering algorithms.
• K-means Clustering
• Learning Vector Quantization (supervised)
• Mixture-of-Gaussian Clustering



Prototype Clustering – k-means 
Clustering

Given a data set                        , the k-means algorithm 
minimizes the squared error of clusters                        :

where is the mean vector of cluster   .
Intuitively,    represents the closeness between the mean 

vector of a cluster and the samples within that cluster, where 
a smaller    indicates higher intra-cluster similarity.



Prototype Clustering – k-means 
Clustering

Given a data set                        , the k-means algorithm 
minimizes the squared error of clusters                        :

where is the mean vector of cluster   .
Intuitively,    represents the closeness between the mean 

vector of a cluster and the samples within that cluster, where 
a smaller    indicates higher intra-cluster similarity.
p Algorithm (iterative optimization)

initializes the mean vectors of clusters
repeat

1. (update) the clusters
2.  calculate the mean vectors

until clusters do not change



Prototype Clustering – k-means 
Clustering



Properties of k-means algorithm

p Guaranteed to converge in a finite number of 
iterations

p Running time per iteration:

l 1.  Assign data points to closest cluster center 
O(kN)

l 2.  Change the cluster center to the average of its 
assigned points O(N)



k-means Convergence



Example: k-means for 
segmentation



Example: k-means for 
segmentation



Example: k-means for 
segmentation



Prototype Clustering – k-means 
Clustering
p An example for k-means algorithm

We take the watermelon data set in the following table as an 
example to demonstrate the k-means algorithm. For ease of 
discussion, let     represent the sample with the ID



Prototype Clustering – k-means 
Clustering
p An example for k-means algorithm

Suppose we set k =3, then the algorithm randomly picks 
up three samples                as the initial mean vectors, 
that is,

Then, for the sample                    , its distances to the 
three current mean vectors             are 0.369, 0.506, and 
0.220, respectively. Thus    is assigned to cluster   . 
Similarly, we evaluate all samples in the data set and find 
the following cluster assignments:



Prototype Clustering – k-means 
Clustering

p Results of the k-means algorithm



k-Means Getting Stuck



Local Minima



k-means not able to properly 
cluster



Changing the features (distance 
function) can help



Reconsidering “hard assignments”?



Prototype Clustering – Learning 
Vector Quantization

p Learning Vector Quantization, LVQ
Unlike typical clustering algorithm, LVQ assumes data 
samples are labeled, and the clustering process is assisted 
by supervised information.

Given a data set                                         , LVQ aims 
to learn a set of   -dimensional prototype vectors              , 
where each prototype vector represents one cluster.



Prototype Clustering – Learning 
Vector Quantization



Prototype Clustering – Learning 
Vector Quantization

p Clustering results



Prototype Clustering – Mixture-
of-Gaussian Clustering

Unlike k-means and LVQ, Mixture-of-Gaussian clustering does 
not use prototype vectors but probabilistic models to 
represent clustering structures.

p Definition of multivariate Gaussian distribution
For a random vector   in an n-dimensional sample space   ,

where   is an n-dimensional mean vector and   is an 
covariance matrix. We write the probability density function 
as



Prototype Clustering – Mixture-
of-Gaussian Clustering

p Definition of the Mixture-of-Gaussian distribution

which consists of   mixture components and each 
corresponds to a Gaussian distribution.    and    are the 
parameters of the  th mixture component, and         are the 
corresponding mixture coefficients, where 



Prototype Clustering – Mixture-
of-Gaussian Clustering

p Suppose that the samples are generated from a Mixture-
of-Gaussian distribution:
Firstly, select the Gaussian mixture components using the 

prior distribution defined by                      , where     is the 
probability of selecting the  th mixture component

Then, generate samples by sampling from the probability 
density functions of the selected mixture components.



Prototype Clustering – Mixture-
of-Gaussian Clustering

p Optimization of the model parameters: maximum the likelihood

Let:



Mixture-of-Gaussian Clustering–
Optimization (Continued)

Let:

Lagrange multiplier:



Mixture-of-Gaussian Clustering
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Density Clustering
Applying k-means clustering to following data, it is 
hard for prototype-based clustering to find the 
density information, which leads to a further results 
from expected:



Density Clustering

Density-based clustering: evaluate the connectivity
between samples from the density perspective and 
expand the clusters by adding connectable samples.



Density Clustering

p Definition of Density Clustering
Density Clustering is also known as density-based clustering.

Assuming the clustering structure can be determined by the 
densities of sample distributions.

Typically, density clustering algorithms evaluate the connectivity
between samples from the density perspective and expand the 
clusters by adding connectable samples.

Next we introduce DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise), which is a representative density 
clustering algorithm.



Density Clustering

p DBSCAN algorithm characterizes the density of sample 
distributions by a pair of neighborhood parameters        

p Define the basic concepts:  
l -neighborhood: for           , its   -neighborhood includes all 

samples in    that have a distance to    no larger than  ;
l Core object: if the   -neighborhood of    includes at least 

MinPts samples, then    is called a core object; （核心对象）
l Directly density-reachable:    is said to be directly density-

reachable by    if    is a core object and    is in the   -
neighborhood of    ; （密度直达）

l Density-reachable:    is said to be density-reachable by    if 
there exists a sequence of samples                     , where          
f                      and       is directly density-reachable by   ;

l Density-connected:    and    are density-connected if there 
exists     such that both are density-reachable by 



Density Clustering

p An example
Let 𝑀𝑖𝑛𝑃𝑡𝑠 = 3:the 

dashed circles show

the   -neighborhood

is a core object
is directly density-

reachable by

is density-
reachable by 

and     density-
connected.



Density Clustering

p Definition of a cluster
The largest set of density-connected samples derived by 

density-reachable relationships.
p Formalization

Given the neighborhood parameters, a cluster is a non-
empty subset with following properties:

Connectivity:                       and    are density-connected
Maximality: is density-reachable by 

Actually, if    is a core object and let 𝑋 = {
}

𝑥! ∈
𝐷 | 𝑥! 𝑖𝑠 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 − 𝑟𝑒𝑎𝑐ℎ𝑎𝑏𝑙𝑒 𝑏𝑦 𝑥 denote the set of samples 
density-reachable by   , then it can be proved that 𝑋 is a 
cluster that satisfies both the connectivity and the maximality.
（连 接 性、最大性）



DBSCAN

① Find all core objects

② Find connected 
component



DBSCAN



Density Clustering

p Clustering results:



Outlines

p Clustering Problem

p Performance Measure

p Distance Calculation

p Prototype Clustering

p Density Clustering

p Hierarchical Clustering



Hierarchical Clustering

p Hierarchical Clustering aims to create a tree-like 
clustering structure by dividing a data set at different 
layers. The hierarchy of clusters can be formed by taking 
either a bottom-up strategy (Agglomerative，聚集) or a 
top-down strategy (Divisive，分裂).

p AGNES algorithm (bottom-up Hierarchical Clustering)
starts by considering each sample in the data set as an 

initial cluster. Then, in each round, two nearest clusters are 
merged as a new cluster, and this process repeats until the 
number of clusters meets the pre-specified value.

We define the distances of given clusters    and    in 
different forms.



Hierarchical Clustering

Minimum distance（single-linkage，“单链接”):

Maximum distance（complete-linkage，“全链接”) :

Average distance（average-linkage，“均链接“）：



Hierarchical Clustering – dendrogram

p The dendrogram（树状图）of AGNES：



Hierarchical Clustering – dendrogram

p The dendrogram（树状图）of AGNES：



Hierarchical Clustering – AGNES 
Algorithm

① Initialize distance
matrix

② merge clusters and 
update distance 
matrix



Hierarchical Clustering
p AGNES Clustering results：



Input/ Initial setting



Intermediate State



After Merging



Example

Apply the Hierarchical Clustering to the following proximity matrix with 
single linkage.



Example

Apply the Hierarchical Clustering to the following proximity matrix with 
single linkage.



Updating Distance Matrix

Let us assume that we have five samples (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) and the following 
matrix of pairwise distances between them:

In this example, 𝐷!(𝑎, 𝑏) = 17 is the lowest value of 𝐷! so we cluster 
samples a and b.



Updating Distance Matrix

We then proceed to update the initial distance matrix 𝐷! into a new 
matrix 𝐷", reduced in size by one row and one column. Let's consider 
the single-linkage clustering:

What if we adopt the complete-linkage clustering?



Time complexity

Prim's algorithm
minimum spanning tree

Kruskal's algorithm
(disjoint-set)

https://en.wikipedia.org/wiki/Minimum_spanning_tree
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Recent Progress
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DeepCluster

Mathilde Caron, Piotr Bojanowski, Armand Joulin, and Matthijs Douze. “Deep Clustering for 
Unsupervised Learning of Visual Features.” Proc. ECCV (2018). [2200+ citation, May 25, 2023]

DeepCluster is a novel method for the end-to-end learning of 
convnets that works with any standard clustering algorithm.
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SwAV - Online clustering
• SwAV:	Swapping	Assignments	between	multiple	Views	of	the	same	image.
• SwAV uses	trainable	prototypes	vectors

Unsupervised Learning of Visual Features by Contrasting Cluster Assignments. NeurIPS 2020
[2100+ citation, May 25, 2023]
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Representation Learning
n Clustering	can	be	a	way	of	self-supervised	learning（自监
督学习）. How?

n Now,	the	most	popular	representation	learning	methods	
are	based	on	self-supervised	learning,	e.g.,	MoCo,	SimCLR.

Kaiming He et al., Momentum Contrast for Unsupervised Visual Representation Learning. 
CVPR 2020 [7000+ citation, May 25, 2023]


