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Lecture 7

Neural Network
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Neural network history
First	stage
• In	1943,	McCulloch and Pitts	proposed	the	first	neural	model,	i.e.,	M-P neuron	

model,	and	proved	in	principle	that	the	artificial	neural	network	can	calculate	
any	arithmetic	and	logical	function.

• In	1958,	Rosenblatt	proposed Perceptron and	its	learning	rule
• In	1960,	Widrow and	Hoff	proposed	Adaline and the Least	Mean	Square	(LMS)	

algorithm
• In	1969,	Minsky	and	Papert published	the	book《Perceptrons》,	which pointed

out	that	single-layer	neural	network	cannot	solve	non-linear	problems,	and	it	is	
unknown	whether	it	is	possible	to	train	multiple-layer	networks.	This	
conclusion	directly	pushed	neural	network	research	into	an	“ice	age”
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First	stage	- Perceptrons,	1958

Rosenblatt

Neural network history
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Neural network history
First	stage	- Perceptrons,	1958
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Neural network history
First	stage	- Minsky	and	Papert,	Perceptrons,	1969
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Second	stage
l In	1982,	the	physicist	Hopfield proposed	a	recursive	network	with	associative	memory	

and	optimized	computing	power,	i.e.,	the	Hopfield	network
l In	1986,	Rumelhart et.al.	published	the	PDP book《Parallel Distributed	Processing:	

Explorations	in	the	Microstructures	of	Cognition》,	in	which	the	BP	algorithm	was	
reinvented

l In	1987,	IEEE	holds	the	first	international	conference	on	neural	networks	in	San	Diego,	
Carlifornia（ICNN）

l In	the	early	1990s,	statistical	learning	theory	and	SVM	have	emerged,	while	neural	
networks	were	suffering	from	the	lacking	of	theories,	heavily	relying	on	trial-and-error	
and	full	of	tricks.	Neural	networks	enter	another	winter.

Neural network history
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Neural network history

LeCun conv	nets,	
1998

http://yann.lecun.com/exdb/lenet/index.html
Demos:

http://yann.lecun.com/exdb/lenet/index.html
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Neural network history

Neural	Information	Processing	Systems	2000

Neural	Information	Processing	Systems,	is	
the	premier	conference	on	machine	

learning.		Evolved	from	an	interdisciplinary	
conference	to	a	machine	learning	

conference.

For	the	2000	conference:	
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Neural network history
Third stage
l In	2006,	Hinton	proposed	the	Deep	Belief	Network	(DBN),	which	makes	the	

optimization	of	deep	models	relative	easy	through	“pre-training+fine-tuning”
l In	2012,	the	Hinton	team	participated	in	the	ImageNet	competition	and	won	the	

championship	of	the	year	with	a	score	of	10%	over	the	second	place	using	the	
CNN	model

l With	the	advent	of	the	cloud	computing	and	big	data	era,	computing	power	has	
greatly	improved,	making	deep	learning	models	have	achieved	great	success	in	
various	fields
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Neural network history
Third stage - AlexNet
Krizhevsky, Sutskever, and Hinton, NeurIPS 2012

Alex	Krizhevsky,	Ilya	Sutskever,	Geoffrey	E.	Hinton.	ImageNet	Classification	with	Deep	Convolutional	Neural	Networks.	
NIPS 2012.	Citations	till	April	7,	2024:	127789

AlexNet consists of 5 Convolutional Layers and 3 Fully Connected Layers.
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Neural network history
Third stage - AlexNet
Krizhevsky, Sutskever, and Hinton, NeurIPS 2012
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ResNet

Kaiming He	et.	al.	Deep	Residual	Learning	for	Image	Recognition.	CVPR	2015. Citations	till	April	7,	2024: 212268
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ResNet

• σ	denotes	ReLU
• 𝑊! is	only	used	when	matching	

dimensions
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Transformer

Ashish	Vaswani	et.	al.	Attention	Is	All	You	Need.	NIPS	2017.	Citations	till	April	7,	2024: 115657
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Attention Visualization
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Neuron Model
n Definitions of neural	networks
“Neural networks are	massively	parallel	interconnected	networks	of	simple	
elements	and	their	hierarchical	organizations	which	are	intended	to	interact	with	
the	objects	of	the	real	world	in	the	same	way	as	biological	nervous	systems do”
[Kohonen,	1988]
l In	the	context	of	machine	leaning,	neural	networks	refer	to	“neural	networks	

learning”,	or	in	other	words,	the	intersection	of	machine	learning	research	and	
neural	networks	research

l The	basic	element	of	neural	networks	is	neuron,	which	is	the	“simple	element”	
in	the	above	definition

l Biological	neural	networks：the	neurons,	when	“excited”,	send	
neurotransmitters	to	interconnected	neurons	to	change	their	electric	potentials.	
When	the	electric	potential	exceeds	a	threshold,	the	neuron	is	activated,	and	it	
will	send	neurotransmitters	to	other	neurons.
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l Input：receive	input	signals	from				
neurons

l Process：The	weighted	sum	of	
received	signals	is	compared	against	
the	threshold

l Output：the	output	signal	is	
produced	by	the	activation	function

M-P Neuron Model [McCulloch and Pitts,  1943]

Warren S. McCulloch
(1898-1969)

Walter Pitts
(1923-1969)
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n The	ideal	activation	function	is	the	step	function,	which	maps	the	
input	value	to	“0”	(non-excited)	and	“1”	(excited).

n The	step	function	are	discontinuous	and	non-smooth,	we	often	use	
the	sigmoid	function	instead.

Activation Function
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Activation Function

Vanishing Gradient？
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Perceptron
Perceptron	is	a	binary	classifier	consisting	of	two	layers	of	neurons.	The	
input	layer	receives	signals	and	transmits	them	to	the	output	M-P	neuron	
(threshold	logic	unit)
Perceptron	can	easily	implement	“AND”,	“OR”	and	“NOT”
n “AND” :		letting , then

,	and	 iff

l “OR” :		letting ,	then

,	and iff or																				.	

n “Not” : letting ,	then																																																				

𝑦 = 𝑓 −0.6 ( 𝑥! + 0 ( 𝑥" + 0.5 , when																		and															when
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Perceptron	solving	the	“AND”,	“OR”	and	“Not”	problems

Perceptron
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Perceptron
Perceptron	solving	the	“AND”,	“OR”	and	“Not”	problems
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Multi-layer Network 
The learning ability of perceptrons
n The	learning	process	is	guaranteed	to	converge for	linear	separable	
problems；otherwise	fluctuation	will	happen.	[Minsky	and	Papert,	1969]

n The	learning	ability	of	one-layer	perceptrons	is	rather	weak,	which	can	
only	solve	linear	separable	problems.

n In	fact,	the	“AND”,	“OR”	and	“NOT”	problems	are	all	linear	separable	
problems	and	the	learning	process	is	guaranteed	to	converge	to	an	
appropriate	weight	vector.	However,	perceptrons cannot	solve	non-
linearly	separable	problems	like	“XOR”.
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Multi-layer Network 

n A	two-layer	perceptron	that	solves	the	“XOR”	problem.

l The	neuron	layer	between	the	input	and	output	layer	is	known	as	the	
hidden	layer,	which	has	activation	functions	as	the	output	layer.
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Multi-layer Network 
n Definition：the	neurons	in	each	layer	are	fully	connected	with	the	
neurons	in	the	next	layer.	

n Forward：the	input	layer	receives	external	signals,	the	hidden	and	
output	layers	process	(output)	the	signals.

n Learning：learning	from	data	to	adjust	the	“connection	weights”
and “thresholds”.

n Multi-layer networks：neural
networks	with	hidden	layer(s)	
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“clown fish”

Loss

LearnedTraining data

…

“Fish”

“Grizzly”

“Chameleon”

Deep learning
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Gradient descent
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x

Gradient descent
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learning rate

One iteration of gradient descent:

Gradient descent
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For large N, computing J in every iteration can be expensive

Gradient descent
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Stochastic gradient descent (SGD)
n Want to minimize overall loss function J, which is sum of individual losses over each 

example.
n In Stochastic gradient descent, compute gradient on sub-set (batch) of data.

If batchsize=1 then θ is updated after each example.
If batchsize=N (full set) then this is standard gradient descent.

n Gradient direction is noisy, relative to average over all examples (standard gradient 
descent).

n Advantages
q Faster: approximate total gradient with small sample
q Implicit regularizer

n Disadvantages
q High variance, unstable updates
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Input 
representation

Output 
representation

Linear layer

Computation in a neural net
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Input 
representation

Output 
representation

Linear layer

weights

bias

Computation in a neural net
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Input 
representation

Output 
representation

Linear layer

weights

bias

parameters of the model

Computation in a neural net
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Input 
representation

Output 
representation

Pointwise
Non-linearity

“Perceptron”
Computation in a neural net
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Example: linear classification with a perceptron

One layer neural net 
(perceptron) can 
perform linear 
classification!
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Training data
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Non-differentiable non-linearity

Input 
representation

Output 
representation
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Non-linearity with soft activation

Input 
representation

Output 
representation

Tanh
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Tanh
• Bounded between [-1,+1]

• Saturation for large +/- inputs

• Gradients go to zero                 
(vanishing gradients)

• Outputs centered at 0

• tanh(z) = 2 sigmoid(2z) −1

• Derivative of tanh: 1 – tanh(z)2

Computation in a neural net — non-linearity
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Sigmoid• Interpretation as firing rate of neuron

• Bounded between [0,1]

• Saturation for large +/- inputs

• Gradients go to zero

• Outputs centered at 0.5 
(poor conditioning)

• Not used in practice

Computation in a neural net — non-linearity
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Rectified linear unit (ReLU)• Unbounded output (on positive side)

• Efficient to implement:

• Also seems to help convergence (see 
6x speedup vs tanh in [Krizhevsky et al.])

• Drawback: if strongly in negative 
region, unit is dead forever (no gradient).

• Default choice: widely used in current 
models.

Computation in a neural net — non-linearity
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Leaky ReLU
• where α is small (e.g. 0.02)

• Efficient to implement:

• Also known as probabilistic ReLU (PReLU)

• Has non-zero gradients everywhere (unlike 
ReLU)

• α can also be learned (see Kaiming He et 
al. 2015).

Computation in a neural net — non-linearity
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Output 
representation

Input 
representation

Intermediate 
representation

Stacking layers - Multi-layer Perceptron (MLP)

= “hidden units”
= “pre-activation hidden layer”
= “post-activation hidden layer”
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Input 
representation

Intermediate 
representation

Stacking layers - fully connected layers

Output 
representation
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Input 
representation

Intermediate 
representation

Example: how signal evolves

Output 
representation

positive

negative
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Input 
representation

Intermediate 
representation

Example: how signal evolves

Output 
representation

positive

negative
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Input 
representation

Intermediate 
representation

Example: how signal evolves

Output 
representation

positive

negative
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Input 
representation

Intermediate 
representation

Example: how signal evolves

Output 
representation

positive

negative
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Input 
representation

Output 
representation

Connectivity patterns

Fully connected layer Locally connected layer
(Sparse W)

Input 
representation

Output 
representation
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“clown fish”

Lin
ea

r

Non
-lin

ea
rity

…

Classify

Deep nets
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Example: linear classification with a perceptron

One layer neural net 
(perceptron) can 
perform linear 
classification! 
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Example: nonlinear classification with a deep net net
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n 1 layer? Linear decision surface.
n 2+ layers? In theory, can represent any function. Assuming 

non-trivial non-linearity.
q Bengio 2009,

http://www.iro.umontreal.ca/~bengioy/papers/ftml.pdf

q Bengio, Courville, Goodfellow book
http://www.deeplearningbook.org/contents/mlp.html

q Simple proof by M. Neilsen
http://neuralnetworksanddeeplearning.com/chap4.html

q D. Mackay book 
http://www.inference.phy.cam.ac.uk/mackay/itprnn/ps/482.491.pdf

n But issue is efficiency: very wide two layers vs narrow deep 
model? In practice, more layers helps.

Representational power

http://www.iro.umontreal.ca/~bengioy/papers/ftml.pdf
http://www.deeplearningbook.org/contents/mlp.html
http://neuralnetworksanddeeplearning.com/chap4.html
http://www.inference.phy.cam.ac.uk/mackay/itprnn/ps/482.491.pdf
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“clown fish”

Lin
ea

r

Non
-lin

ea
rity

…

Classify

Deep nets
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Last layer

…

…

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

“clown fish”argmax

Classifier layer
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“clown fish”

Loss error

Network output

…

…

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

Ground truth label

Loss function
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“clown fish”

Loss small

Network output

…

…

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

Ground truth label

Loss function
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“grizzly bear”

Loss large

Network output

…

…

dolphin

cat

grizzly bear

angel fish

chameleon

iguana

elephant

clown fish

Ground truth label

Loss function
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Network output

…

dolphin

cat

grizzly bear

angel fish

chameleon

clown fish

Ground truth label

…

iguana

elephant

Probability of the observed 
data under the model
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Loss Function

KL	is	not	
symmetric
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“clown fish”

Loss

Learned
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“grizzly bear”

Loss

Learned
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“chameleon”
Learned

Loss
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Batch (parallel) processing

Loss

Loss

Loss

…

Features

Im
ag
es
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Tensors
(multi-dimensional arrays)

…

Fu
rry

?
Is 

a f
ish

?
Size # S

trip
es

…

Each layer is a representation of the data 
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Tensor processing with batch size = 3:

Everything is a tensor
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Regularizing deep nets

Deep nets have millions of parameters!

On many datasets, it is easy to overfit — we may have more free 
parameters than data points to constrain them.

How can we prevent the network from overfitting?
1. Fewer neurons, fewer layers
2. Weight decay and other regularizers
3. Normalization layers
4. …
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Recall: regularized least squares

Only use polynomial terms if you really need 
them! Most terms should be zero

ridge regression, a.k.a., Tikhonov regularization
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Regularizing the weights in a neural net

weight decay

“We prefer to keep weights small.”



Machine Learning Spring	Semester 71

ReLUNorm

Normalization layers
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Normalization layers

ReLUNorm
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ReLUNorm

Normalization layers
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ReLUNorm

Normalization layers
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Keep track of mean and variance of a unit (or a population of units) over time.

Standardize unit activations by subtracting mean and dividing by 
variance.

Squashes units into a standard range, avoiding overflow.

Also achieves invariance to mean and variance of the training signal.

Both these properties reduce the effective capacity of the model, i.e. 
regularize the model.

Normalization layers
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z

zLayer L

Input

Deep nets are data transformers

• Deep nets transform datapoints, layer by layer

• Each layer is a different representation of the data

• We call these representations embeddings
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Two different ways to represent a function



Machine Learning Spring	Semester 78

Two different ways to represent a function



Machine Learning Spring	Semester 79

Data transformations for a variety of neural net layers
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Mapping 2DWiring graph Equation Mapping 1D

Activations Parameters
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logits class 
probabilites

relu softmax

z

Training data

Training iteration
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Layer 1 representation

[DeCAF, Donahue, Jia, et al. 2013]

[Visualization technique : t-sne, van der Maaten & Hinton, 2008]

Layer 6 representation


